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Me, myself, and |

» I am finishing a combined Master's and Bach-
elor's degree in EECS from MIT

> I took three years off from MIT to work in in-
dustry, including consulting

> Broad experience in networks and systems
>

>

» That is why my thesis is on compilers!



This talk in 30 seconds

> 10,000 Problems
» Some solutions

» Fun algorithms
>
>

> Results
» Lessons learned
» (if we're bored) my thesis in 180 seconds



The problem

» We need money
» The answer: DARPA!

» Demo parameters
>

>
>

>
>



Mote hardware

» 16 Mhz 8-bit Atmel CPU
> 4 KB of RAM

» 512 KB of Flash

» 2 AA batteries

» Sensors/Actuators

V. VVYVY



Mote software

» Tinyos 1.x
>



ps!

Not problems, but opportuni

» Flash data logger is too slow to actually use
» Strange hardware interdepencies mean you
cannot actually use many componants at the

same time
>

» Because of our collabarators, we could only
use 1-2 radio channels

> At best, radio does 20 packets/sec, usually 10

» Packets are about 20 bytes of payload



More “opportunities™

» Simulation software did not work
» Radio reprogramming did not work

» No debugging channels
>

» Motes have very fragile packages
>
>

>



Localization

» Local measurements are easy
>
>

» Use gradient propogation combined with
range estimates to form a local coordinate sys-
tem based on the gradient anchors

» But we want to impose a global coordinate
system!



Think locally, act globally.

» Every node knows its distance to each anchor

» Node position is chosen to minimize the dif-
ference between the node's estimate of 1ts dis-
tance to each anchor and the measured dis-
tance

» Minimization is performed iteratively on each
node using gradient descent

» Accuracy is improved by computing straight-
ness factors between pairs of anchors and us-
ing them to compensate measurements



Localization “opportunities”

» Accoustic ranging does not work indoors

» Finding a place to deploy 20-30 motes out-
side, in Cambridge, with AC power nearby 1s
difficult

» Testing is very labor intensive. Mostly my la-
bor.

» Do most computations on the host PC just to
get something that can be debugged



Localization results

4

» Accoustic ranging is
very accurate, when
1t works

» Localization error is
about 10% 1n dense
networks



Tracking algorithm

» Objects being tracked carry “tags” that are re-
ally motes

» Tags broadcast their ID and the current time

» Nodes that hear a tag inform the base station
of their ID, the tag ID, and the tag time

» Multihop transport uses gradient routing

» Gradient routing
>
>

>



Tracking “opportunities”

» Net throughput absolutely dominates
» Batching, dup elimination, and culling stale
results are huge wins

» Smarter systems are obvious
>

>
>

> Its always the little things
>



Tracking results

» It basically worked (with hand-holding)
» Tracking latency is about 1-2 seconds



Lessons learned

» Testing time does not count when the Col
won't let you actually test anything
» Doing things the quick and easy way will bite

you
>

» No project is so simple t
railed by rotten tools anc

hat 1t cannot be de-
| understaffing

» People do not work any |

better when being

shot at, they just work more frantically



